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Abstract

Automatic methods for recognizing topically relevant
documents supported by high quality research can
assist clinicians in practicing evidence-based
medicine. We approach the challenge of identifying
articles with high quality clinical evidence as a
binary classification problem. Combining
predictions from supervised machine learning
methods and using deep semantic features, we
achieve 73.5% precision and 67% recall.

Introduction

Recently, automated approaches, both knowledge-
based and statistical, have shown promise in
identifying high-quality articles to support evidence-
based medicine. We explore supervised machine
learning techniques for automatically recognizing
MEDLINE® citations containing rigorous clinical
evidence and investigate whether domain knowledge
in the form of deep semantic features improves
classification results.

Methods

We based our study on the test collection created to
develop clinical query filters for PubMed [1]. This
collection consists of 49,028 MEDLINE documents
classified across three dimensions, one of which is
scientific rigor (yes/no). Our training set consisted of
10,000 documents (750 rigorous), and we tested our
models on 2,000 (200 rigorous) documents.

SemRep [2], a knowledge-based natural language
processing system, provided the semantic features in
the form of UMLS Metathesaurus concepts and
Semantic Network relations between them.

We experimented with three supervised machine
learning methods, naïve Bayes, polynomial support
vector machine (SVM) and boosting, and an
ensemble learning technique, stacking, which
combined the predictions of the above three
classifiers. Classification was conducted in three
scenarios distinguished by features used: (1) features
identified in [3] containing words from the title and
abstract, MeSH indexing terms, and publication type
AMIA 2008 Symposium Pro
(baseline); (2) baseline features augmented with
semantic relations; and (3) arguments of relations
(UMLS concepts) added to the second feature vector.
We calculated precision, recall, and their harmonic
mean (F1 score) as well as the area under the receiver
operating characteristic (ROC) curve (AUC).

Results and Discussion

In the first scenario, SVM performed best in terms of
AUC (0.921), while boosting yielded the best F1

score (0.614). Stacking did not lead to any
improvement. The second scenario yielded similar
results on the base classifiers, while stacking
outperformed all base classifiers in terms of F1 score
(0.698) and AUC (0.927). In the third scenario, the
results either deteriorated or were not affected. These
results indicate that deep semantic features do not
significantly improve classification results over the
domain knowledge encoded in MeSH terms and
publication type. However, combining predictions
from the base classifiers, which use these semantic
features via stacking, benefits automatic recognition
of high quality evidence.
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